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Abstract

Objective To investigate the predictive validity of tools commonly used
to assess the risk of violence, sexual, and criminal behaviour.

Design Systematic review and tabular meta-analysis of replication
studies following PRISMA guidelines.

Data sources PsycINFO, Embase, Medline, and United States Criminal
Justice Reference Service Abstracts.

Review methods We included replication studies from 1 January 1995
to 1 January 2011 if they provided contingency data for the offending
outcome that the tools were designed to predict. We calculated the
diagnostic odds ratio, sensitivity, specificity, area under the curve, positive
predictive value, negative predictive value, the number needed to detain
to prevent one offence, as well as a novel performance indicator—the
number safely discharged. We investigated potential sources of
heterogeneity using metaregression and subgroup analyses.

Results Risk assessments were conducted on 73 samples comprising
24 847 participants from 13 countries, of whom 5879 (23.7%) offended
over an average of 49.6 months. When used to predict violent offending,
risk assessment tools produced low to moderate positive predictive
values (median 41%, interquartile range 27-60%) and higher negative
predictive values (91%, 81-95%), and a corresponding median number
needed to detain of 2 (2-4) and number safely discharged of 10 (4-18).
Instruments designed to predict violent offending performed better than
those aimed at predicting sexual or general crime.
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Conclusions Although risk assessment tools are widely used in clinical
and criminal justice settings, their predictive accuracy varies depending
on how they are used. They seem to identify low risk individuals with
high levels of accuracy, but their use as sole determinants of detention,
sentencing, and release is not supported by the current evidence. Further
research is needed to examine their contribution to treatment and
management.

Introduction

With the increasing recognition of the public health importance
of violence,' * the prediction of violence, or violence risk
assessment, has been the subject of considerable clinical and
research interest. Since the late 1980s, such assessment has
mostly been conducted by structured instruments after several
studies found unstructured clinical opinion to have little evidence
in support.’ Recent surveys have estimated that over 60% of
general psychiatric patients are routinely assessed for violence
risk,* rising to above 80% in forensic psychiatric hospitals.’

The widespread use of these tools has been partly driven by

public concern about the safety of mentally ill patients,’ research
evidence that severe mental illness is associated with violence,””
and clinical practice guidelines in some countries, including the
United Kingdom and United States,'® "' recommending violence
risk assessment for all patients with schizophrenia. Furthermore,
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criminal justice systems in many countries have welcomed the
use of risk assessment to assist sentencing and release decisions.
Risk assessment has been used to inform indeterminate
sentencing in the UK," and has become a largely uncontested
part of an expanded criminal justice process in the US."
Furthermore, a 2004 survey reported that of the 32 US states
where parole is an option, 23 had used such instruments as part
of these decisions."

The current group of risk assessment tools either provide a
probabilistic estimate of violence risk in a specified time period
(actuarial instruments), or allow for a professional judgment to
be made on risk level (for example, low, moderate, or high)
after taking into account the presence or absence of a
predetermined set of factors (structured clinical judgment
instruments). Over 150 of these structured measures currently
exist,” and are starting to be implemented in low and middle
income countries.'® 7

However, these tools are time consuming and resource intensive,
typically taking many hours to complete by a multidisciplinary
group of professionals.' They can also be expensive; training
is required for most tools, and payment is often needed for
individual use. Further, and more importantly, the instruments’
predictive accuracy remains a source of considerable uncertainty,
with some reviews recommending their use in clinical and
correctional settings and others finding that they lead to an
unacceptably high number of false positive decisions."** Expert
opinion is equally divided.??

We have therefore conducted a systematic review and
meta-analysis of the predictive accuracy of the most commonly
used risk assessment instruments. To consistently report
outcomes for individual studies, we requested tabular data from
primary authors. We have synthesised these data across a range
of accuracy estimates, one of which was developed for the
purposes of this review.

Methods
Review protocol

We followed the preferred reporting items for systematic reviews
and meta-analyses statement.”

Risk assessment tools

We identified the nine most commonly used tools risk
assessment using recent reviews” > and questionnaire
surveys.”*' Actuarial instruments included the Level of Service
Inventory-Revised (LSI-R),” the Psychopathy Checklist-Revised
(PCL-R),” * the Sex Offender Risk Appraisal Guide
(SORAG),” * the Static-99,” * and the Violence Risk Appraisal
Guide (VRAG).” * Structured clinical judgment tools included
the Historical, Clinical, Risk management-20 (HCR-20);” ** the
Sexual Violence Risk-20 (SVR-20);" the Spousal Assault Risk
Assessment (SARA);*** and the Structured Assessment of
Violence Risk in Youth (SAVRY).*” * We divided tools into
three categories: those designed to predict violent offending
(HCR-20, SARA, SAVRY, and VRAG), sexual offending
(SORAG, Static-99, and SVR-20), and any criminal offending
(LSI-R and PCL-R). Although the PCL-R was originally
developed to diagnose psychopathic personality disorder, it has
become widely used for risk assessment purposes, as numerous
studies have found the PCL-R score to be statistically
significantly associated with criminal and antisocial outcomes."’
Table 1 reports additional details of all the instruments.
Although these instruments were mostly designed to predict the
likelihood of offending, we included violent, sexual, and

antisocial outcomes (based on clinical records and other
measures) even if they did not lead to convictions. For the sake
of consistency, however, we refer to all outcomes as offences.

Systematic search

A systematic search was conducted to identify studies that
measured the predictive validity of the nine tools. We searched
the following databases between 1 January 1995 and 1 January
2011 using acronyms and full names of the instruments as
keywords: PsycINFO, Embase, Medline, and US National
Criminal Justice Reference Service Abstracts. Additional studies
were identified through references, annotated bibliographies,
and correspondence with researchers in the field. Studies in all
languages and unpublished investigations were considered for
inclusion. We excluded studies if they measured the predictive
validity of select scales of a measure, if instruments were coded
retrospectively without blinding to outcomes, or if they were
calibration studies for the actuarial tools (which may give
inflated effects).” When studies used overlapping samples, we
used the sample with the largest number of participants to avoid
double-counting. Using this search strategy, we identified
251validation studies (web figure 1).

To be included in the meta-analysis, studies had to report rates
of true positives, false positives, true negatives, and false
negatives at a given cut-off score for the outcome which the
instrument was designed to predict. A pilot study showed that
different score thresholds were used to classify people as being
at low, moderate, or high risk of future offending. We contacted
study authors and asked them to complete a standardised form
if tabular data using the cut-off scores recommended in the most
recent version of an instrument’s manual were unavailable, or
if the number of participants classified as low, moderate, or high
risk was missing from a study of a structured clinical judgment
tool. For publications in which multiple tools designed to predict
the same outcome were tested on the same sample (eight
studies), we requested tabular data for all outcomes but only
included those for the tool with the fewest replication studies
to increase the breadth of the findings. This procedure probably
did not bias results, since ¥’ tests of differences in proportions
found no differences in rates of true and false positives and true
and false negatives in the tabular data obtained for included and
excluded tools from the same study with the same outcome.

Standardised outcome data were available in the manuscripts
of 30 eligible studies (32 samples). We requested additional
data from the authors of 174 studies (330) and obtained data for
52 studies (62). Accuracy estimates from 235 of those 268
samples for which we were unable to obtain data were converted
to Cohen’s d using standard methods.***' The median d value
produced by those samples for which we could not obtain data
(0.67, interquartile range 0.45 to 0.87) was similar to that of the
94 obtained samples (0.74, 0.54 to 0.95) (web figure 2 shows
distribution of effect sizes). In addition, the Hodges-Lehmann
percentile difference,” the median difference between all
possible pairs of d values from the two groups, was small (0.01,
95% confidence interval 0.00 to 0.08). Finally, of the 82 studies
for which tabular data was obtained, we were able to include
information from 68 (73 samples; references available in web
appendix), since the other 14 studies used instruments to predict
outcomes other than those for which they were designed.

Data analysis

We followed the current guidance provided by the Cochrane
collaboration for systematic reviews of diagnostic test
accuracy.” The statistical methods for such reviews focus on
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two statistical measures of diagnostic accuracy of the test:
sensitivity (the proportion of offenders who a risk assessment
tool predicted to offend) and specificity (the proportion of
non-offenders who a risk assessment tool predicted would not
offend). The aim of the analysis was to quantify and compare
these statistics as well as the error rates (false positive and false
negative diagnoses) for each type of test. The required analysis
is a bivariate analysis of sensitivity and specificity for each
study accounting for correlation between sensitivities and
specificities.™ The resulting model without covariates is a
different parameterisation of the hierarchical summary receiver
operating characteristic model.”” We used summary receiver
operator characteristic plots to display the results of each study
in receiver operating characteristic space, plotting each study
plotted as a single sensitivity-specificity point. Parameter
estimates from the bivariate model produced a summary receiver
operating characteristic curve with a summary operating point
(that is, summary values for sensitivity and specificity), 95%
confidence region, and 95% prediction region. We used the
summary point from each curve to calculate the summary
diagnostic odds ratio and both the sensitivity and specificity,
each with 95% confidence intervals.

Since binary test outcomes are defined on the basis of a cut-off
value for test positivity, we chose these values a priori. Risk
assessment tools are predominantly used in clinical situations
as instruments for identifying higher risk individuals," thus, we
combined participants who were classified as being at moderate
or high risk for future offending and compared them with those
classified as low risk. We did secondary analyses by comparing
participants classified as high risk with those classified as low
or moderate risk, an approach consistent with screening, and
also by completely excluding those classified as moderate risk.

Accuracy estimates

We used a range of accuracy estimates to report on the predictive
validity of the risk assessment tools. Firstly, the summary
operating point was used to estimate the summary diagnostic
odds ratio and both sensitivity and specificity. We obtained
estimates for the area under the curve, positive predictive value,
negative predictive value, number needed to detain, and number
safely discharged from the individual sample estimates.

The diagnostic odds ratio is the ratio of the odds of a positive
test result in an offender relative to the odds of a positive result
in a non-offender, and is recommended for use with diagnostic
instruments.”® The area under the curve is an index of sensitivity
and specificity across score thresholds, and is currently
considered the accuracy estimate of choice in violence risk
assessment when measuring predictive accuracy.” Neither the
diagnostic odds ratio nor the area under the curve are affected
by base rates of offending. The positive predictive value is the
proportion of participants classified as at risk who go on to
offend, whereas the negative predictive value refers to the
proportion of those classified as not at risk who do not go on to
offend. The number needed to detain is the number of people
judged to be at risk who would need to be detained to prevent
one incident of subsequent violence.'” *® This outcome allows
some quantification of the implications of using risk assessment
tools to make detention decisions. Finally, the number safely
discharged is a new performance statistic that we developed for
the purposes of this review. This accuracy estimate calculates
the number of participants judged to be at low risk who could
be discharged into the community before a single act of violence
occurs (1+[1—-negative predictive value]—1). A complement to
the number needed to detain, the number safely discharged,

allows researchers to quantify the implications of relying on a
risk instrument to make discharge or release decisions.

Tests of assumptions

Standard meta-analytic pooling assumptions were met for
diagnostic odds ratios and both sensitivity and specificity.
Since there was a significant correlation between the sensitivities
and specificities produced by the samples in each class of risk
assessment tools, pooling assumptions for areas under the curve
were not met.*’ In addition, because the median base rate of
offending within each class of tools varied considerably
(violence 32.0%, interquartile range 22.2-46.6%; sexual 16.9%,
7.4-28.2%; criminal 28.4%, 20.7-46.0%), base rate dependent
statistics were not pooled (such as the positive and negative
predictive values and both the number needed to detain and the
number safely discharged), and medians with interquartile ranges
were calculated.

59 60

Investigation of heterogeneity

The standard Q and I® statistics® do not account for
heterogeneity explained by phenomena such as positivity
threshold effects, and the numerical estimates of the random
effect terms in the bivariate regression are not easily interpreted.
Therefore, the magnitude of observed heterogeneity in
meta-analyses of diagnostic accuracy is instead best determined
by the scatter of points in the summary receiver operating
characteristic plot and from the prediction ellipse.” In particular,
the prediction region depicts a region within which, assuming
the model is correct, we have 95% confidence that the true
sensitivity and specificity of a future study should lie.”®

Since the diagnostic odds ratios met pooling assumptions, we
used random effects metaregression to investigate sources of
heterogeneity between studies in sample diagnostic odds ratios
for each class of tools. Metaregression investigates the relation
between accuracy estimates and dichotomous or continuous
sample or study characteristics.”” We formally explored the
moderating role of the following variables: sex (proportion of
sample that was male), ethnicity (proportion of sample that was
white), mean participant age, type of instrument (actuarial v
structured clinical judgment), temporal design (prospective v
retrospective), setting in which assessment was conducted
(correctional, forensic psychiatric, general psychiatric, or
mixture), location of offending outcome (community only v
inside institution or other), mean length of follow-up (months),
sample size, and publication status (published in peer reviewed
journal v not). We also conducted subgroup analyses using the
bivariate models on these variables. Detailed examination of
the overall differences between individual instruments have
been reported in a subset of the samples.” We did all analyses
in Stata 10.2% using the metandi (for bivariate model
meta-analysis), metan (random effects meta-analysis), and
metareg (metaregression) commands.

Results

Descriptive characteristics

We collected information for 24 847 participants in 73 samples
from 68 independent studies (table 2|]). Standardised outcome
information from 43 of the samples (14 798 (59.6%)
participants) was not reported in manuscripts and obtained
directly from study authors. Of 24 847 participants, 5879
(23.7%) offended over an average of 49.6 months (standard
deviation 40.5). Studies were conducted in 13 countries: Austria,
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Belgium, Canada, Denmark, Finland, Germany, the Netherlands,
New Zealand, Serbia, Spain, Sweden, the UK, and the US.

Predictive validity

We found differences in estimates of predictive accuracy
depending on the type of risk assessment instrument (violence,
sexual, or any criminal). Overall, based on diagnostic odds
ratios, violence risk assessment tools performed best, and had
higher positive predictive values than tools aimed at predicting
sexual offending. Risk assessment instruments for violence and
sexual offending produced high sensitivities and negative
predictive values. In addition, risk assessment instruments for
general offending had lower diagnostic odds ratios, areas under
the curve, sensitivities, and negative predictive values and higher
specificities and positive predictive values than the other two
classes of instrument (table 3|, figs 1-3[///1}).

For assessment instruments predicting the risk of violent
outcomes, the summary diagnostic odds ratio was 6.1 (95%
confidence interval 4.6 to 8.1) with moderate levels of
heterogeneity (individual points moderately scattered in receiver
operating characteristic space, fig 1) and a median area under
the curve of 0.72 (interquartile range 0.68-0.78; table 3). Of
those individuals who went on violently offend, 92% (95%
confidence interval 88% to 94%) had been classified as being
at moderate or high risk of future violence (that is, sensitivity).
Of those participants who did not go on to violently offend,
36% (28% to 44%) had been judged to be at low risk (that is,
specificity). Of those predicted to violently offend, 41% did
(interquartile range 27-60%; positive predictive value), which
was equivalent to a median number needed to detain of two
(two-four). Of those who were predicted not to violently offend,
91% did not (81-95%; negative predictive value), equivalent to
a median number safely discharged of 10 (four to 18).

Similar findings were obtained when individuals judged to be
at moderate risk were grouped with those judged to be at low
risk for the secondary analyses, but with considerably higher
specificities and lower sensitivities (web table 1). When
moderate risk individuals were excluded from analyses,
assessment tools for violence risk produced considerably larger
summary diagnostic odds ratios (16.8, 10.8 to 26.3) and
specificities (0.72, 0.63 to 0.80).

Investigation of heterogeneity

Since we saw moderate levels of heterogeneity for the
instruments assessing violence risk and higher levels for
instruments assessing sexual and general offending risk (scatter
of points from the line being greater and the prediction ellipses
larger), we did metaregression and subgroup analyses using the
bivariate model to determine any possible explanations for this
heterogeneity. These analyses found no evidence that sex,
ethnicity, age, type of instrument, temporal design, assessment
setting, location of offending outcome, length of follow-up,
sample size, or publication status was associated with differences
in predictive validity (web table 2). In addition, we have
presented summary receiver operating characteristic curves for
each type of instrument (web figures 3-5). Subtypes of tools
performed similarly, lying within the 95% prediction region,
with the possible exception of the SAVRY that produced higher
levels of predictive accuracy than the other violence risk
assessment instruments.

Discussion

This systematic review and meta-analysis examined the
predictive validity of violence risk assessment tools from 73
samples involving 24 847 individuals in 13 countries. Our
principal finding was that there was heterogeneity in the
performance of these measures depending on the purpose of the
risk assessment. If used to inform treatment and management
decisions, then these instruments performed moderately well
in identifying those individuals at higher risk of violence and
other forms of offending. However, if used as sole determinants
of sentencing, and release or discharge decisions, these
instruments are limited by their positive predictive values: 41%
of people judged to be at moderate or high risk by violence risk
assessment tools went on to violently offend, 23% of those
judged to be at moderate or high risk by sexual risk assessment
tools went on to sexually offend, and 52% of those judged to
be at moderate or high risk by generic risk assessment tools
went on to commit any offence. In samples with lower base
rates than those that contributed to the review, such as in general
psychiatry, positive predictive values will probably be even
lower.” However, negative predictive values were high, and
suggest that these tools can effectively screen out individuals
at low risk of future offending. Whether the cautious optimism"
that experts have described in relation to the ability to predict
violence seems justified will depend on the use to which these
instruments are put.

Comparisons with other medical tools

Any comparison of these risk assessment scores with other
common medical diagnostic and prognostic tools poses several
difficulties. Firstly, comparison with diagnostic tools is mostly
inappropriate because risk assessment instruments attempt to
predict the likelihood of a future outcome, whereas diagnostic
instrument attempt to detect the presence of a current condition.
Secondly, although it may be possible to compare performance
statistics of these tools with those estimating, for example,
cardiovascular risk, the implications of positive predictive values
need to be considered in evaluating any comparisons. Violence
risk assessment potentially leads to detention of individuals for
longer than necessary, with its related economic,” social,*® and
civil rights consequences.” By comparison with common
medical prognostic tools, it is possible to argue that the
predictive accuracy of violence risk assessment needs to be
higher because of these consequences, which extend beyond
the person to other people. On the other hand, it is precisely
because of the risks to other people that low positive predictive
values may not be as important as the ability of these instruments
to predict those that are not at risk. Our introduction of a novel
performance measure, the number safely discharged, could help
quantify this in future research.

Despite these caveats, the areas under the curve found in this
review (0.66 to 0.74) were not dissimilar to those found in
studies examining scores from the most validated cardiovascular
risk scheme in predicting cardiovascular disease events. Areas
under the curve from the Framingham scoring system range
from 0.57 to 0.86, the SCORE from 0.65 to 0.85, and QRISK
from 0.76 to 0.79. Many of these studies report associations
between predicted and observed risks,” which may be helpful
for future research in violence risk assessment. Finally, the
standard by which these instruments are compared will differ
depending on their setting. In forensic psychiatry, a more
meaningful comparison will be with unstructured clinical
judgment, and clinical trials are needed to test whether structured
risk assessment reduces adverse outcomes.
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Clinical implications

One implication of these findings is that, even after 30 years of
development, the view that violence, sexual, or criminal risk
can be predicted in most cases is not evidence based. This
message is important for the general public, media, and some
administrations who may have unrealistic expectations of risk
prediction for clinicians.” This expectation is not as high in
other medical specialties, in which the expectation that the
doctor will identify the individual patient who will have an
adverse event is not a primary issue whereas psychiatry, in many
countries such as the UK, has developed a culture of inquiries.”

A second and related implication is that these tools are not
sufficient on their own for the purposes of risk assessment. In
some criminal justice systems, expert testimony commonly use
scores from these instruments in a simplistic way to estimate
an individual’s risk of serious repeat offending.”” However, our
review suggests that risk assessment tools in their current form
can only be used to roughly classify individuals at the group
level, and not to safely determine criminal prognosis in an
individual case. This approach is mostly used in forensic
psychiatry in the UK and other western countries, where they
form part of a wider clinical assessment process. These
instruments may also assist in developing risk management
plans in selected high risk groups, as suggested by recent clinical
guidelines in England and Wales.” Furthermore, they are
preferable to unstructured clinical judgment owing to their
increased transparency and reliability.

Another implication is that actuarial instruments focusing on
historical risk factors perform no better than tools based on
clinical judgment, a finding contrary to some previous
reviews.” 7 Finally, our review suggests that these instruments
should be used differently. Since they had higher negative
predictive values, one potential approach would be to use them
to screen out low risk individuals. Researchers and policy
makers could use the number safely discharged to determine
the potential screening use of any particular tool, although its
use could be limited for clinicians depending on the immediate
and service consequences of false positives. A further caveat is
that specificities were not high—therefore, although the decision
maker can be confident that a person is truly low risk if screened
out, when someone fails to be screened out as low risk, doctors
cannot be certain that this person is not low risk. In other words,
many individuals assessed as being at moderate or high risk
could be, in fact, low risk. Ultimately, however, what constitutes
an appropriate balance between the ethical implications of
detaining people based on the predictive ability of these tools
and the need for public protection will primarily be a political
consideration.

Comparison with other studies

Previous meta-analyses on risk assessment have focused on
comparing instruments with one another, or measuring how
individual tools perform across sexes and ethnic groups.” A
systematic review published in 2001 examined the accuracy of
violence risk assessment in high risk groups," and was based
on 21 studies. It estimated that six people needed to be detained
to prevent one violent offence, compared with our current
review’s estimate of two people needing detention. This
difference was despite the median base rate of violence being
similar in both reviews (current review, 32% (interquartile range
22-46%) v 2001 review, 26%, 15-41%). Unlike the previous
report, the present meta-analysis focused on structured
assessment instruments and included both institutional and
community samples. The current report reviewed more than

three times as many studies as the 2001 review and a recent
meta-analysis that only compared head to head investigations
of tool use.”

Strengths and limitations

The strengths of the current review include the incorporation
of new tabular data, the reporting of multiple accuracy estimates,
and a meta-analysis using bivariate models. We received new
tabular data for 14 798 people (60% of people included in the
review), and hence have reported a considerable amount of new
data. Finally, by using a range of accuracy estimates, we have
attempted to minimise biases that may be associated with
reporting only one of them.

Limitations include that we solely examined the predictive
qualities of these risk assessment tools, and did not account for
their potential role in informing management and reminding
clinicians to enquire about potentially important prognostic and
modifiable factors.” In addition, we found moderate to high
levels of heterogeneity. Heterogeneity was to be expected, in
view of the different types of samples included in the primary
studies (from prison, secure hospitals, and general psychiatric
hospitals) and outcomes measured.” ™ We explored sources of
heterogeneity and found no clear trends. Investigating
heterogeneity in diagnostic odds ratios meant that incidence of
the outcome was accounted for. One possible source of
heterogeneity was the potential effects of intervention after a
risk assessment, particularly in people deemed high risk. We
compared diagnostic odds ratios between prospective and
retrospective studies that would be expected, to some extent, to
measure this, since high risk participants identified in
prospective studies would probably have been enrolled in
interventions designed to reduce violence risk. However, we
found no differences in metaregression or subgroup analysis.
Nevertheless, clinical trials are needed directly to test the
possible effects of intervention. Although we tested for
publication status and found no clear patterns, we cannot exclude
the possibility that such bias could exist in the studies that we
were unable to include. Registers of such investigations would
assist future reviews.” In addition, few samples reported on
women and, thus, this review was underpowered to examine
whether predictive validity was different from men.
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What is already known on this topic

Instruments based on structured risk assessment predict antisocial behaviour more accurately than those based on unstructured clinical

judgment

More than 100 such tools have been developed and are increasingly used in clinical and criminal justice settings

Considerable uncertainty exists about how these tools should be used and for whom

What this study adds

The current level of evidence is not sufficiently strong for definitive decisions on sentencing, parole, and release or discharge to be made

solely using these tools

These tools appear to identify low risk individuals with high levels of accuracy, but have low to moderate positive predictive values

The extent to which these instruments improve clinical outcomes and reduce repeat offending needs further research
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Tables

| Characteristics of nine included risk assessment tools

Instrument type and name No of items Population Outcome Current manual
Actuarial
LSI-R* 54 Adult offenders Criminal offending Andrews and Bonta (1995)*
PCL-Rt 20 Non-specific Not applicablet Hare (2003)**
SORAG 14 Sexual offenders Sexual offending Quinsey et al (2006)**
Static-99§ 10 Sexual offenders Sexual offending Harris et al (2003)*"*®
VRAG 12 Mentally disordered violent Violent offending Quinsey et al (2006)*%
offenders

Structured clinical judgment

HCR-20 20 Psychiatric patients Violent offending Webster et al (1997)*%

SVR-20 20 Sexual offenders Sexual offending Boer et al (1997)"

SARA 20 Spousal assaulters Violent offending Kropp et al (1999)**

SAVRY 24 Adolescent offenders Violent offending Borum, Bartel, and Forth (2003)*>*

*Low and low to moderate risk categories combined to make low risk bin. Moderate to high and high risk categories combined to make high risk bin.

tTPsychopathic patients (score >30) considered high risk group, non-psychopathic patients (<30) considered low risk group. PCL-R scores are included in SORAG,
VRAG, HCR-20, and SVR-20, and thus the predictive validity of these instruments designed for different outcomes is correlated.
1PCL-R was designed as a personality assessment. It started to be used as a risk instrument to predict criminal offending from 1988 onwards.”

§Moderate-low and moderate-high risk categories combined to make moderate risk bin.
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| Descriptive and demographic characteristics of samples investigating predictive validity of risk assessment tools designed to
predict violent, sexual, and criminal outcomes. Data are no (%) of samples unless stated otherwise. SD=standard deviation

Category and group Violent (n=30) Sexual (n=20) Criminal (n=23)
Source of study
Journal article 21 (70) 18 (90) 18 (78)
Conference 4 (13) 0 0
Dissertation 4 (13) 2 (10) 3(13)
Government report 1(3) 0 2(8)
Tool information
Type of tool
Actuarial 9 (30) 16 (80) 23 (100)
Structured clinical judgment 21 (70) 4 (20) 0
Tool used
HCR-20 9 (30) — -
LSI-R — — 11 (48)
PCL-R — — 12 (52)
SARA 3(10) — —
SAVRY 9 (30) — —
SORAG — 3(15) —
Static-99 — 13 (65) —
SVR-20 — 4 (20) —
VRAG 9 (30) —_ —_
Demographic (mean (SD) in sample)
Male participants (no) 137 (98) 519 (713) 409 (590)
White participants (no) 92 (49) 201 (185) 213 (165)
Age (years) 28.3 (10.0) 39.7 (4.0) 35.2 (4.6)
Study design
Sample size (mean (SD)) 148 (94) 510 (681) 439 (720)
Assessment setting
Correctional 9 (30) 12 (60) 21 (91)
Forensic psychiatric 11 (37) 6 (30) 0
General psychiatric 5(17) 0 0
Mixed 3(10) 1(5) 2(9)
Unstated or unclear 2(7) 1 (5) 0(0)
Location of outcome
Community 21 (70) 18 (90) 22 (96)
Intra-institutional 6 (20) 0 1(4)
Mixed 3(10) 2(10) 0
Temporal design
Prospective 12 (40) 5 (25) 14 (61)
Retrospective 17 (57) 15 (75) 9 (39)
Not stated or unclear 1) 0 0
Length of follow-up (months; mean (SD))  39.4 (29.6) 82.4 (50.4) 33.9 (24.8)
Source of outcome
Criminal register 16 (53) 17 (85) 17 (74)
Institutional records 6 (20) 0 1(4)
Collateral report 2(7) 0 0
Mixed 6 (20) 3(15) 5(22)
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| Summary accuracy estimates produced by three types of tools for risk assessment

Violent offending (n=30)* Sexual offending (n=20)t Criminal offending (n=23)%

Summary estimates (95% Cl) from summary receiver operating characteristic curve

Diagnostic odds ratio 6.07 (4.58 to 8.05) 3.88 (2.36 to 6.40) 2.84 (2.09 to 3.88)
Sensitivity 0.92 (0.88 to 0.94) 0.88 (0.83 t0 0.92) 0.41 (0.28 to 0.56)
Specificity 0.36 (0.28 to 0.44) 0.34 (0.20 to 0.51) 0.80 (0.67 to 0.89)
Individual study estimates (median (IQR))

Area under the curve 0.72 (0.68-0.78) 0.74 (0.66-0.77) 0.66 (0.58-0.67)
Positive predictive value 0.41 (0.27-0.60) 0.23 (0.09-0.41) 0.52 (0.32-0.59)
Negative predictive value 0.91 (0.81-0.95) 0.93 (0.82-0.98) 0.76 (0.61-0.84)
Number needed to detain 2 (2-4) 5(2-11) 2(2-3)
Number safely discharged 10 (4-18) 14 (5-48) 3 (2-6)

Cl=confidence interval; IQR=interquartile range; n=number of samples.
*HCR-20, SARA, SAVRY, and VRAG.

TSORAG, Static-99, and SVR-20.

1LSI-R and PCL-R.
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Fig 1 Summary receiver operating characteristics curve from bivariate analysis of risk assessment tools for violence
offending. HSROC=hierarchical summary receiver operating curve; Summary point=best fit for sensitivity and specificity
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Fig 2 Summary receiver operating characteristics curve from bivariate analysis of risk assessment tools for sexual offending.
HSROC=hierarchical summary receiver operating curve; Summary point=best fit for sensitivity and specificity
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Fig 3 Summary receiver operating characteristics curve from bivariate analysis of risk assessment tools for criminal offending.
HSROC=hierarchical summary receiver operating curve; Summary point=best fit for sensitivity and specificity
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